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A Methodology for Product Mix Planning in
Semiconductor Foundry Manufacturing

Yon-Chun Chou and I.-Hsuan Hong

Abstract—Since a semiconductor foundry plant manufactures a ferent products may differ by as much as 100%. The large vari-
wide range of memory and logic products using the make-to-order eties of processes, machines and products lead to a conspicuous
business model, the product mix is an important production mix-planning problem in semiconductor foundry plants.

decision. This paper first describes the characteristics of the Product mix ol — blemi industri
product mix planning problem in foundry manufacturing that roductmixplanningisacommonprobleminmanyinaustries.

are attributable to the long flow time and queuing network Besides strategical planning, it involves two issues at the
behaviors. The issues of time bucket selection, mix optimization operation level: cost accounting of capacity at the process
and bottleneck-based planning are next addressed. A decisionstep level [3] and the optimization of product mixes. The
software system based on integer linear programming techniques objective of cost accounting is to accurately estimate the

and a heuristic procedure has been implemented for mix planning. . .. .
Data provided by a wafer plant has been used to study problems manufacturing cost of each product type. This issue is important
related to product mix p|anning_ It was determined that the When the OVerhead costs need to be COI’reCtly attnbuted to the
suitable time bucket of planning is either one week or one month manufacturing activities associated with each product. Since
and the Iead-time. offset factor should be included irl the logic of capital investment and sunk costs account for the largest
workload calculation. This paper also presents various facets of ,ign of the manufacturing cost in a semiconductor plant,
product mix decisions and how they should be integrated with the overhead cost accounting is not critical for the purposes of
operations management. i ! . Loty
product mix planning. The second issue, the optimization of
product mixes, seeks to maximize the efficiency of capacity
allocation across products. Mixed integer linear programming
techniques are easily applied to this problem. The manufacture
|. INTRODUCTION of a product requires a certain amount of each type of resource.

ROCESS and machine technologies change rapidly in t§gwce the resources are limited and t_he profits of products
semiconductor manufacturing industry. Multiple generé’—ary’ the optimization of the product mix can be modeled as

tions of technologies usually coexist in a manufacturing pla combinatorial optimization problem. Recently, the theory

In general, a semiconductor foundry plant has more than Oﬂeconstraints was applied to product mix planning [2], [6].

hundred machine groups and three to four hundred machi YVever, it has been sh.owr) by n.ur.nerlcal examples that both
in total. A foundry plant manufactures a wide range of memo ethqu, although differing in their |mple_mentat|0n procedure
and logic products using the make-to-order business model. figorousness, are conceptually equivalent and could lead
product types are not fixed but evolve with the time and the tec? the same solutions [7].

nology portfolio of the plant. The quantity of product types is A semiconductor wafer plant, comprising hundreds of

influenced by the economics of both scale and scope and coma(:hmeS and .automated materla'l handling systems, exhibits
number in the hundreds. Typically, the manufacture ofaprodlfcqmplex queuing f?e“’vo”‘ be_haV|o_r§ [1.]' The pe_rformance
requires several hundred processing steps and a machine gmggsures of flow time, machine L.1t|I|.zat|on, work-in-process
may be utilized more than once as successive circuit layers ipgentory, and_throughput.are heavily mterrelat_ed. The product
added. This phenomenon of multiple visits to a machine groUﬂJX problem n the sem|c0.nd.uctor foundry mdgstry has a
is commonly referred to as the reentry property of the routi mber of unique characteristics that can be attributed to the

[5]. The process routings of different products may differ signi euing network behaviors of the plant.  First, th_e process
icantly in the machines to be visited and in the processing timgy/ting is long; the average fl(_)w time of a wafe_r lotis usually

spent on the machines. A machine group is usually shared re ”‘af.‘ one month.. If a “”.‘e bucket that is smaller than
many processing steps but, due to process requirements, s flow time is used in planning, wafer lots released to the

machines may be dedicated to certain process steps. The ant in one time period will introduce workloads to several

cessing time requirements of the same machine group by e pe'rlods. Because a Wafgr lot encounters significant and
uncertain queuing delays as it moves through the shop floor,

predicting with accuracy the workload by machine and by
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TABLE | TABLE I
EFFECT OF THETIME BUCKET ON BOTTLENECK IDENTIFICATION PRODUCT CATEGORIES
) ) Aggregate period Category Demand type Volume Price
Period 1 | Period 2 )

(Periods 1 and 2) 01 Committed orders Fixed Fixed

Product A 260 310 570 02 Fixed make-to-order Fixed Fixed

03 |Variable make-to-order| Range Fixed
Product B 360 270 630 04 Make-to-stock Variable | Variable

Total capacity 600 600 1200

For the purposes of planning, four categories of product
demands are distinguished in our planning model: committed

d 4B dth ity of hi If a f " lf)(lf‘bers, fixed make-to-order demand, variable make-to-order
orders 4 and B) and the capacity of a machine. If a finer IM&emand and make-to-stock orders (Table II). Factory capacity

bucket (the S?Cond qnd third columns) is _useq anq the worklorﬁ st be reserved for committed orders as a matter of course. The
can be predicted with accuracy, capacity violations (e.g.,

Period 1 be pinpointed. wh th Kload : t_Uhit prices of make-to-order demands are fixed but the volumes
ﬁlr'g ) car; etp_}mpom ed, \tN erﬁask te t\rlwvorf o"’lh valna 'S@Buld either be fixed, according to contracted delivery terms, or
Wi be evened out 1T a coarser time bucke (the ourth columiye fiaxible to allow maneuvering room for enhancing operation
is used. The third characteristic is concerned with the use eajiciency The third categoryOs) plays an important role in
product mix information. Because the performance trade-? tegrating product mix planning with shop floor operation

is complex in wafer p_Ia.nts, the prpduct mix decision shou ngnagement. Using this scheme of demand categorization, an
not be treated as a rigid production schedule to be adher@

0 by d Enai q the shob fl h order may become a@, order and therO; order as the

0 Dy decree. Engineers and managers on the shop floor 8ﬁ§er pool is rolled forward. Make-to-stock items are standard

access to real-time information that could be used in order Ooducts such as memory devices. In general, memory devices
dynamically enhance operation efficiency and productivity uire more advanced technologies. They'are included in
That is to say, product mix planning as a decision task shoL{

b ted f hop 1l ¢ Thi order pool in order to fill up factory capacity and to
notbe separated from Shop Tloor management. 1NiS PETSPecyge e manufacturing technology. As for engineering lots,
will affect how product mix planning should be done and wil

t is better to set aside machine capacity for process and

be el_aborated on in later sect|on_s. . . roduct development work, as their schedule is much less
This paper presents a production mix planning meth°d°|°§¥edictable

for semiconductor foundry manufacturing. The remainder of the
paper is organized as follows. An analysis of the problem is pre-
sented in Section Il. In Section Ill, the effect of time bucke(sf’
granularity on planning accuracy is analyzed to determine astg{
able size of time bucket for product mix planning. In Sectio

IV, mixed integer linear programming models for multiple, he

The robustness and feasibility of product mix decisions, that
whether they can be achieved, predicate on the accuracy
workload estimation. There are several implementations of
atic capacity models in the literature that take into consider-
Btion the factors of lead-time offset, process yield and the ef-

) : .~ Ticiency of resource utilization [4], [8]-[10]. The computation
erogeneous classes of products are outlined. The integration %F y [4], [8]10] P

. . . . ogic is straightforward but there still remains a question of
product mix planning with shop floor management is also Pradeoff between precision and computation time.

sented. In Section V, a procedure based on bottleneck analysig addition to the time bucket of planning that is mentioned

is_ described to _address the issue of Ia_rge problem size. D_isc Bove, two other time buckets must be distinguished. One is as-
sions of numgrlcal cases an.d conclusmns are presented N Wiated with the work release frequency and another with the
tion V1, covering the necessity of cycle time offset, pmducuonaad—time offset. In a foundry plant, jobs are released to the shop

smoothing, and tool backup. on a daily basis and the flow time is an importance performance
measure that is controlled with diligence. In a well-managed
plant, the flow time for each layer of circuits is less than two

The problem of product mix planning can be described as falays with a high level of certainty. Therefore, the time bucket for
lows. There is a pool of customer orders to be selected for ptead-time offset should be one day. Candidate customer orders
duction over a certain horizon. The orders are either confirmedthe order pool are part of the input data to product mix plan-
orders or forecasts of generic products. Although the quantiting. However, it may not be suitable to use one day as the time
of distinct product types could number in the hundreds, sorbacket for expressing the timing of those orders as the quantity
of them have similar routings. If technology and machine timaf an order is usually too large to be released in the same day.
requirements are used to characterize product types, the quan-the other hand, if the fact of daily release is not modeled in
tity could be reduced to several scores (of generic productsihe way or another in product mix planning, the feasibility of
Because the production flow time is long, products may be re@sultant mix decisions may be negatively impacted. The release
resented as generic products to reserve production capacityrefuency to be modeled in product mix planning is a parameter
the later times of the planning horizon. The order pool is rolle® be determined in later sections. This frequency will be called
forward when it is updated and the generic products eventuathe pseudo releasiequency. It may be equal to or greater than
will be replaced with distinct product types. the actual release frequency.

II. PROBLEM ANALYSIS
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In building a planning model, each customer order is dividdzhtchD;,, there will be./(¢) workload primitives in total. Each
into one or more work releases. Customer orders and work resrkload primitive is identifiable by product-step péir;) and
leases will be called order batches and release batches resfigeoccurrence time is— (¢, j). The effect of the process yield is
tively in the remainder of this paper. Order and release batchiesncrease the workload. Therefore, capacity allowances must
are characterized by identifi¢b), quantity (D), product type be provided. Adjusting for yield allowances, the workload prim-
(), and due timgt) attributes. The due time for each releasgives are calculated as
batch is derived from the pseudo release frequency and the due Dijk o
time of the demand batch to which it belongs. A static capacity Wi (i), k(i) (0nd) = y— Vi, g, k,t 1)
model is needed to calculate the workload primitives ; » +) Tt
for each unit of product that are due to the release blatoid where
process stepfor machine groug in time ¢, taking into consid-
eration the lead-time offset of each step. In calculating workload ya; j =sy; ;¥ yaigrr J=1...,J(i)
primitives, the time bucket should be one day to match the gran- Y& 1y = SYi -
ularity of flow time data.

Because multiple steps may share the machine group (Fere, yield allowance (ya) for each step is computed backward
calling the reentry property), workload primitives for the sam#om the last step to the first step of the process routing. The
machine group in the same time bucket of p|anning are Sumrdégld allowance for the last Step is set equal toits Step y|8|d The
up in the mix optimization stage of planning. These sums Hfeld allowances for all other steps are iteratively accumulated
workloads are calledggregateworkloads (W} ;). Here, a backward from the last step.
different subscrip(p) for the time is introduced to represent To identify the suitable granularity of product mix planning,
the time buckets of planning. The aggregation is over all stef@ur time bucket sizes of planning and four release frequencies
therefore, the subscrigtis no longer needed. It should be unhave been compared. Let G-1, G-2, G-4, and G-28 represent
derstood that the workloads generated by a release batch, if f#1§ time bucket size of four weeks, two weeks, one week and
selected, would equal its aggregate workloads multiplied by R&e day, respectively. And let F-1, F-2, F-4 and F-28 represent
batch quantity. LeB be the set of release batches selected. THie work release frequency of quad-weekly, biweekly, weekly
total workloadQ. ,, will equal to 3", < 5 Dy - Wi 1. and daily. (The larger the number, the finer the granularity.) To-

There are two parameters in the calculation procedure. On@ggher, these make up sixteen granularity schemes of planning.
the frequency of work releases and another is the time buckef®f each stationary product mix (i.e., a repeating set of release
planning(p). The computation time would be less if a large tim@atches), it can be shown that the average of the total workloads
bucket of planning is used but a small time bucket will allow » for each machine group is the same for all granularity
bottleneck machines to be better pinpointed. Similarly, if a higifthemes. After all, the same set of jobs is released for produc-
frequency of pseudo work releases were adopted, the pred|cﬁm However, the variation of the total workloads is not iden-
of workloads would be more accurate at the expense of londigal-

computation time. Using actual process routing, product and demand data pro-
vided by a foundry plant (Section 6), an empirical study has been
. PRECISION WORKLOAD CALCULATION done to evaluate the effect of the granularity level on the accu-

racy of workload estimation. The squared coefficient of varia-

_ In this section, the detailed procedure of workload calculgpn (scv) is chosen to be the measure of workload variability
tion is presented, followed by the results of our study on t £2)]. The results are summarized in Table IIl.

time bucket size of planning and the pseudo release frequency.
Because of the reentry property, the machine subscript will be
represented in a function form &$:, j) to indicate that: de-
pends on bott andj, and that there is a many-to-one relation- ) ) ) ) ) )

ship between steps and machines. Similarly, the lead-time offé&tereEx is the partial expectation over the time dimensgon

is represented in a function fortti, j) for the stepj of product It can be observed from Table Il that, _for e_ach time buc_ket
i. For each release batch of produdt time ¢, D;;, workload SiZ€: N0 further accuracy on workload estimation can be gained

primitives are generated for each machine group. This step G¥2dOPting a higher release frequency and additional noise will
be symbolically represented as be introduced by adopting a lower release frequency. Thus, itis

concluded that the work release frequency should be consistent
with the size of time bucket.

Four granularity schemes (G1-F1, G2-F2, G4-F4 and
where thew represents a workload primitive, the double arros28-F28) on the diagonal of Table 11l remain to be compared.
implies that one or more items of workload primitives are gefi-he Gregorian calendar is used to redefine the granularity
erated, thej} represents the set of all process steps of produsthemes for its practical appeals. The four granularity levels
i, thek(i, 7) represents the required machine farj), and the of the new setting are one month (M), half a month (HM), one
term¢ — I(4, j) indicates that the occurrence time for the workweek (W) and one day (D). Because months do not have the
load primitive is the due timeoffset backward by the lead-time same number of days, the work release will be less regular than
I(¢,4). Let J(i) be the last step of product p; ; 5 be the pro- the previous setting. This is not undesirable since the actual
cessing time, angy; ; be the yield of stefi, j). For each release work release in the plant is usually not completely periodic.

E {0 , — En[h |12
SCVi(R,) = M kﬁ;ﬁ[mk[] LA e @
c 2y 4

Dit —— w; (5 k(i,5),t—10,5)
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TABLE I TABLE IV
WORKLOAD VARIATION FOR DIFFERENT GRANULARITY SCHEMES WORKLOAD SENSITIVITY OF DIFFERENT GRANULARITY SCHEMES

F-1 F-2 F-4 | F
G-1 0 0 0

-28
0

G-2 101391 0 0 0 Input variation 0.0009 | 0.0015 | 0.0042 0.0
0
0

Granularity Level M HM W D

G-4 | 0.416 | 0.154 0
G-28 | 4.645 | 2.162 | 1.095

q
W
3

Normalization factor

[S¥)

30u4% | 14

» ] N o Average SCVp(Qg p) | 0.0041 | 0.0146 | 0.0144 | 0.0
In addition, the effect of this additional source of variation on

the four schemes can be evaluated in order to compare their Magnification 4.6795 | 4.5541 | 0.7954
robustness. In principle, the scheme D requires the least com-
putation time, but is the least capable of capturing the variation

of workload as daily workloads are aggregated into monthly V;,: Quantity of batchb, b € O,.

buckets. The scheme M is favorably biased in smoothing afit,,:: Fraction of tookn to back up took in periodt.
the workload variation. If the total workloaf; , for each Parameters:

machine groupk is regarded as a random variable in schen@M,: Profit margin of product type of O, andOs.
D, the corresponding total workload in scheme M will be th€M,,: Profit margin of product type of O, in period¢.
sum of approximately thirty such variables. This bias, howevep,: Quantity of batchb for O, orders.

must be normalized. The normalization factors are shown dp:: Maximal quantity of batcld for O3 orders.

the third row of Table IV. The evaluation of robustness hag;: Minimal quantity of batchb for O3 orders.
three steps. The total workloads of the pseudo-released jobs Bfg, : Backup efficiency of tootn with respect to took
first calculated. The average 8€V (€2, p) is next calculated. CPy,: Capacity of toolk in time periodt.

Finally, a magnification ratio is computed of the two quantitiesy,: Residual capacity on todl in period¢.

with the aggregation bias of large time buckets normalized In a foundry manufacturing environment, the objective of
product mix planning is usually not fixed but changes with the

magnification business environment. Four basic objective functions can be
B the average o8CV, (€ ;) 3) identified:
~ SCV of released work normalization 1) Maximizing profit:

A large value oimagnificationmeans that the variation in re- _ A o
leased work is magnified and shows up in variation of the total MaxFy= 3 CMigy - Qp- XFyt 3 CMig) - X By

workloads at individual machine groups. The results are sum- bee: beos
marized in Table IV. The magnification ratios of scheme M and + Z CMip) vy - X Vo
scheme HM are comparable, and so is that for schemes W and bCOy

D. However, the schemes HM and D require higher computation 2y Maximizing wafer output:

load compared with schemes M and W, respectively. Therefore,

itis concluded that either one week or one month should be used Max F; = Z Q- XF,+ Z XR,+ Z XV,.
as the time bucket size. In the remainder of this paper, the time beO; beOsy b0,
bucket size is set to one week, and the time subspnigtl be

replaced by the subscript Therefore, the symbdlV,, ;. , will 8) Maximizing machine utilization:

be used, instead d¥ ; ,,, to refer to the total workload con- Min F3 = Z Z Si; or Min Z Z C - Sis
tributed by batcld and the total workloa€®;, ,, will be rewritten Pl P
asly ;.

4) Hybrid model to maximize profit and utilization:

IV. PRODUCT MIX OPTIMIZATION Max F} — ZZ Py - Sps.
t k

Several objectives are of interest in product mix optimiza-
tion: to maximize profit, to maximize wafer output, to maximize 5) Hybrid model to maximize profit and output:
tool utilization or to maximize a hybrid model of profit and uti-

lization. A mixed integer linear program (MILP) is used to de-
termine the optimal product mix and mix ratio (i.e., type and Max Fy + Copp - AMy Z Qv X1,
volume). The decision variables, parameters, objective func- beoe
tions and constraints are as follows.
Decision Variables: - Z X Ry + Z XV‘)) :
bCOs bCOy

X1y 0-1 variable forb € 05;X, = 1 if batchb is
selected X, = 0 otherwise. To maximize machine utilization is equivalent to minimizing
XRy: Quantity of batchh, b € Os. the total residual capacity of all machines. Since machines are
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not equal in costC},) and criticality, a weight could be asso-of individual machines delimits the range of machine capacity
ciated with each machine group in the third objective functiomithin which the optimal product mix remains the same.

In the fourth objective function the penalfy’;) for residual The sensitivity data is derived based on the duality theory.
capacity is set equal to the weighted unit profit multiplied by¥he above LP formulations can be written in a primal form
machine throughput rate. The opportunity c@St,,,) and the
average margifAM,) will be discussed in detail later.

. . MaximizeZ = X
Recall that?,;; is the aggregate workload contributed by one Z A

unit of batchd. The constraints for capacity, bounds on volume " =t
and the smoothness of production volume are as follows: subject tOZ Wiz <b; Yi=12... m.
=1
ZXFb'Qb'kat+ ZXRb'kat ’
bCO2 bCOs Thec;, W;; andb; are the parameters of the formulatien.is
+ Z XV Wint + Sit = CPre Yk, t (4) the unit profit from producy, z; is the production quantity for
beO, producty, W;; is the amount of resourgeconsumed by each
QL < XRy < Q' Wbe Oy unit of product;, and the; is the amount of resourgevailable.

(1—8§)XRy < XR, <(1+8XRy The dual form will be

wheret(b) =¢(b')+1 Vbe O3

Minimize v, = Z bi i
(1- 6)XVy < XV, < (1+8)XVy

i=1
wheret(b) =t(t')+1 VYbe O , ul
() =#t) ¢ subjecttod Wi, -y 2 ¢, Vi=1,2,....n.
wheret(b) is the occurrence time of batéhand the production i=1

quantity in a period is constrained to be within tfie- 6%) In solving the primal formulation, the solutioty is obtained,

range of that in the previous period. but y; is also obtained as a result of solving the problem. The

1) Tool Backup Extensionin wafer plants, machines are, to S . o .
. : conomical interpretation of sensitivity data can be explained
an extent, interchangeable. The workload of a machine mayebe

: . . - using these two forms as follows. The dual price of machine
off-loaded to its backup machines. The efficiency of a backuc%1 acity is justy; and is the contribution to profit per unit of

machine may not be the same as the machine to be backed-up. . AR, . L
: . resource. That is, ifb; is increased by one unit, the profit will
A machine may be completely reassigned to backup anothéer
) . ) S : increase by an amount equalgp
machine, or a fraction of its capacity is reassigned.&gt) be No matter what obiective function is chosen. a common
the set of backup tools for toéland H (k) be the tools that are ) '

) . . thread of the goals is to utilize the capacity as much as possible.
ggggfrgiﬁfsz);;OOh' The capacity and workload reass'gmner]{l]owever, the capacity constraints of the above formulations

are rigid, whereas, in practice, the capacity is rather flexible.

Z XE, - Qp - Wit + Z XRy - Wiy A common practice in factory management is to slightly,
beo, veos but temporarily, overload the factory in order to expose the
. bottlenecks. This is followed by focused effort to alleviate the
+ bg(; XVo - Wogr + Sk bottlenecks. That is to say, to set the goal higher and then to
4 achieve it. In product mix planning, this strategy can also be
= Y Rt CPry i Vit implemented in the following formulation.
meG (k) Recall that the total workloa; . is the total workload at
Z Roe =1 VYm,t. machine grougk in time¢. That is

keH (m)
Qi = Z Xy -Qp - Wiy + Z XRy - Wiy

The fraction( R,,..+) is a 0-1 variable if fractional backup is not bC Oy et

allowed in a time period; otherwise it is a real number.

A planner can run the above MILP formulations at his or her + b; AV Wt ©®)
discretion. Afterwards, th€; andO- type orders are fixed and *
the associated 0-1 variables can be regarded as constants.Eduation (5) can br rewritten in a succinct form
degenerated formulations become Linear Programming (LP)
problems. Four categories of sensitivity data are provided: 1) Qpp+ Sip = CPry  VE, t.
shadow priceof machine capacity, 2narginal profit require-
ment for products, 3)unit profit allowanceand 4)capacity After a product mix is generated, the worklo@g, is analyzed
allowance The shadow price of a machine is the margindp identify the bottleneck machine groups, BMG. The capacity
rate of revenue to the machine capacity. The marginal prog@nstraints [(5)] of bottleneck machine groups are then replaced
requirement for a product is the required increment in urfy the following constraints.
profit for a product to be selected for production. The optimal
mix ratio will remain the same when the unit profit of a product k.t + Q41 + Skr + Ske41 = CPryy + CPr
fluctuates within its profit allowance. The capacity allowance V(k,t) € BMG. (6)
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The effect of (6) is to share the capacity of tiftet- 1), which TABLE V
is under-loaded, with that of time Therefore, timet may be- INCREASE INPROFIT BY TEMPORARILY OVERLOADING THE FACTORY
come slightly overloaded. The extra workload, if not execute - — Profit
during timet, will be absorbed by time + 1. As a side effect, FapID | Time | Utilization | Utilization | Slack | Slack | Dual |
the queuing delay for jobs in timemight be increased butis _® | @ | Y& | Yo C8) | S | S| price | pyon
still controllable by due diligence in dispatching and machin _31 | 85 | 9998 42.56 | 0.09 |234.5| 36944 | 0.063 %
setup avoidance. Thus, the overloading would be temporary | 68 | 78 | 9991 67.25 1022 1262 36255 | 0.010%
judiciously focused, but offers an opportunity to drive the pr¢ _81 | 70 | 9985 6726 | 0.19 |1213 0 0
ductivity of the plant higher. 62 | 65 99.69 5321 | 041 |127.3|109757 | 0236 %
2) Driving the Output Higher (an Advanced Applica- 4 65 98.14 46.61 | 254 |1453 0 0
tion): The slack variableS,, provides hints about where 57 65 97.20 46.73 4.02 1153.0 0 0
the bottleneck machines are (namely, the machine gkoap 73 70 96.21 3109 | 3.96 | 1257 0 0

time ¢). A second source of hints is the sensitivity data. The
procedure for an advanced application of the product miv
planning models is as follows.

1) Set a bottleneck threshold for the slack variable for tw
adjacent time periodsandt -+ 1. For timet the threshold, 30
U}, is alower bound and for timet-1 the threshold(/3, , , 40
is an upper bound. 30 b --# --2nd iteration N :

2) Screen all machine-time pairs where the slack variak \.‘"{\

EELLLL

70

60 |

— - — Istiteration

Tool Count
/

L g 20
has a value within the specified bounds. e [inal bottleneck set

3) Modify the LP formulation by replacing (5) with (6) for 10 F .
the bottleneck machine group and solve for the produ 0 = SEE SEEEEE =
mix. 0.4 05 06 07 08 09 1

~

In one case study, thé ; was set at 0.7 and seven bottlenec.. Utilization Threshold

machine groups (with the highest utilization) were identifieq_,ig. 1
The third step was individually applied to the seven bottlenecks.
Table V shows the respective increase in profit. The same ;\)Ar%cjrb

Determination of the bottleneck machine set.

d ft i loading the plant lied to t timize the product mix. The product mix and bottleneck set
cedure ot temporarily overioading the plant was applied to e revised iteratively. The procedure is as follows.

more data sets (of machine portfolios). Similar results were o . .
( b ) 1) Select a reduced time span, which should be longer than

tained. These empirical results suggest that there is a strong cor= th flow i tth ter of th ifiod ol
relation between the dual price and the profitincrement and that '€ average flow ime, at the center ot the speciiied plan-
ning horizon. Letn = 0.

the correlation between the utilization and the profit increment 2) Sol MILP f lation for ti iods in th

is less certain. Therefore, it is concluded that the dual price in- ) dovz ‘::‘_” OanG’]‘;Sa |o_n olrd Imtt_e pgrlt(?d s in . e re-

formation is more revealing and should be used to rank the bot- uced time span. o ¢- ldentify bottlenec ma-
chines based on a utilization threshold. These machines

tieneck machines. are new bottleneck machinéaBM) to be included in
the bottleneck tool set.
3) Setn = n + 1. Set the bottleneck s&S,, = BS,,_; U
ABM.
For MILP formulations, the computation efficiency is 4) Solve an MILP formulation on the bottleneck set for all
strongly affected by the number of variables and constraints.  periods.
The above MILP model is suitable for small formulations, 5) Check the workload of machine groups. If there are over-
measured by the length of the planning horizon, the number loaded machine groups, seBM to them and go to Step
of product types and other parameters. For large problems, (4), otherwise, stop.
computation time problems may arise. We observed that onlyThis procedure is an iterative one. The bottleneck tool set is
a few constraints are binding and it is binding constraints thatonotonically increasing in its size. The setting of bottleneck
dominate the solution. Therefore, nonbottleneck machinttgeshold affects the efficiency of the procedure. If a lower value
could be excluded to reduce the problem size. However, tligsused, more machines will be deemed the bottleneck—some
must be done in a systematic way. The bottleneck tends to skiftoneously. If a high value is used, initially few machines will
when product mix changes from period to period. be included in the bottleneck set. But, as more time periods are
Bottleneck determination and product mix are two convancluded in the formulation in later iterations, new bottleneck
luted decisions. An iterative procedure has been developedhachines will surface. Fig. 1 shows a relation between the uti-
identify the bottleneck machine group set. A reduced formlization threshold and the size of the bottleneck set in a case
lation covering a section of the planning horizon is first usestudy. When the threshold is set at 0.5, 65 machine groups are
to determine an initial product mix. The bottleneck set is nekicluded in the bottleneck set. No additional bottleneck tools
determined from the product mix. A formulation based on treurfaced afterward. When the threshold is set at 0.95, 15 ma-
bottleneck set is in turn used for the entire planning horizon thine groups are initially included in the set. But in a second

V. BOTTLENECK-BASED PLANNING
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iteration, 40 additional groups surfaced as new bottleneck mi
chines, bringing the total count of bottleneck machine groups t
55. Fig. 1 shows that a threshold between 0.87 to 0.92 results
the smallest bottleneck set (39 out of 116 machine groups).

VI. DISCUSSIONS ANDCONCLUSIONS

The current practice of product mix planning uses rough grar
ularity. A large time bucket of one month is used and the flow
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time offset is ignored in the logic of workload calculation. The 61 66 71 7 31 8 91 9% 101
above product mix methodology has been implemented as

software decision system and run on industry data comprising _

116 machine groups, 34 backup relations and 4 representaﬁ@ez' Effect of lead-time offset.
memory and logic products of different technology generations
In this section, the computation experience related to improving

the current practice is presented. 630 /
620

A. Capacity Allocation 610 e

—— WithBound
- NoBound

The fifth objective in Section IV is of the greatest interest in
practice. It merits elaboration. Although the profitis the cardinal
objective for a manufacturing enterprise, in the foundry busi-
ness there are usually obligations to reduce backlog of product 3%
with low profit margins. With the first objective function, the 570
backlog might not be cleared up timely. As a result, the resultan 0 05 1 15 2 25 3 35 4 45
product mix may not be sufficiently convincing in joint meetings
of sales and production. Two conflicting goals are involved: to
schedule high margin orders and to clear up low margin back
logs. If the latter concern is not addressed, the driving force o
profit optimization will delay the production for lower margin
products. Since the backlog is an obligation that must eventu &
ally be met, it will use up capacity of future time periods. When

0.12
0.1 l-ﬂ

the industry-wide capacity is tight and the profit margin is in an
increasing trend, the opportunity cost for postponing the fulfill-
ment of obligations must be taken into consideration. This is ar
issue related to capacity allocation.

To model the fact that each customer order is to be schedule
for one (or none) of a number of time periods, a 0-1 selectior
variable is created for each release batch for each time period i
the planning horizo = 1,...,7. Without loss of generality,

Mean Workload S
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a set of simplified symbols is used here for clarity. Each releagig. 3. Effect of production smoothing.

batchd in time ¢ is now represented by;. Let AM, be the

average margin for one unit of product at timand the profit B. Necessity of Including Lead-Time Offset in Workload
margin for batchb be CM, ;. The ratio of the average marginCalculation

to the profit margin of a product is used to represent the relatlve-l-he workload calculation logic described in Section Il in-

opportunity cost. Namely, the second term of the fifth ObjeCtivaudes the factor of the lead-time offset. This meticulous detail

function is expressed as

AM,
CAM, - X}
zb: CM, ) b

of calculation is necessary. Fig. 2 shows the production volume
for two product mix solutions, one with the lead-time offset and
another without the lead-time offset. Although the output and
profit would be higher if the lead-time factor is not included,

At the time that an order batch is booked, its margin should lee resultant product mix is actually infeasible as the machine
in line with AM,. Therefore, the term of formula (7) reduces t@apacity is violated at 122 locations(df, ¢) after the total work-

the average profit. If the production of a batch is postponed, tligds are examined in the case study.

relative opportunity cost ratio will increase, thus increasing the

likelihood of being chosen by the optimization code. In additior;- Production Smoothing

the following inequality needs to be included in the formulation: Although the product mix will change with time, it is desir-

T
Y X;<1 b

t=1

able that the change be controlled and smoothed. Production
smoothing imposes more constraints on the mix optimization
problem. It will adversely affect the expected profit. On the other
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1200 Part 1 This paper presents a methodology for product mix planning.
oo b Itis shown that the time bucket size of one month or one week,
L 800 b ——Backup instead of one day or two weeks, should be used for workload
=1 . . .
Z 600 |~ NoBackup and product mix calculation. It is also concluded that the work
S (U release frequency should be at the same granularity level as the
200 ¢ time bucket size. Mixed integer linear programming formula-
L_./-\
0 6; ; 7‘6 tions have been developed to optimize product mix, taking into
6 Perind consideration the requirement of production smoothing and ma-
- Part 2 _ chine backup. A bottleneck-based procedure has been devel-
oo | % Beckw oped for problems of large size. A procedure for judiciously
. sop | % NoBackup overloading the plant to drive the productivity higher is demon-
Z g strated. Finally, it is also shown that it is essential to include the
=} H . . . .
> 400t / Y ; lead-time offset factor in product mix planning.
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